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Natural vs artificial intelligence

Intelligence (from Latin intellectus –
knowledge, understanding) – the human 
ability to reason, analyze and synthesize 
information. 

Artificial intelligence – the 
intelligence demonstrated by 
computers.



Neural networks

Natural NN Artificial NN



Natural intelligence includes all the biological 
systems controlling our behavior in interaction 
with the environment. Neurobiology studies the 
function of the brain as the material basis of 
natural intelligence.

One of the best approaches to studying 
natural intelligence is to try to replicate its 
behavior in simulation.

Material basis of natural 
intelligence - the brain



The brain as the governing organ 
of our body

It controls all the basic functions of our body

Interprets information coming from the outside world through 
our primary sensors: sight, hearing, smell, touch, taste and smell

Controls intelligence, creativity, emotions and memory



1. The power of natural neurons:
Modern artificial neural networks are quite simplistic. Neurobiology's knowledge of how 
natural neurons work would allow a revolutionary expansion of the capabilities of 
artificial neural networks.

2. Structure of neural networks.
Accumulating knowledge about the complex deep structure of neural networks in the 
brain would allow the improvement of artificial neural networks.

3. Built-in cognitive abilities.
Knowing the human's innate ability to recognize and learn would allow systems to be 
enriched with artificial intelligence.

Neurobiology vs AI



Neural cells - the building blocks of 
the brain



Synapses



Functioning of neurons



Ion channels functioning



Ion channel models



Hodgkin-Huxley equations



Simplest IAF neuron model



Synapses adaptation

А. Static synapse

B. Dynamic synapse



А. Event-driven 
adaptation

B. Neuromodulator-
driven adaptation

Synapses adaptation



( ) ( )
( ) ( )

( )

( ) ( )
( ) µ

−

µ
+

τ∆−

+

−

α=

−=

<<λ≤
=∆

−=∆




>∆∆×λ
≤∆∆×λ−

=∆

wwf

wwf

etK

ttt
ttKwf
ttKwf

w

t

prepost

1

10

0,
0,

Event-driven adaptation



Neuromodulator-driven 
adaptation



Brain atlases



Brain atlases
Desikan-Killiany



Brain atlases
Thalairach



 SNN model of visual information 
processing and decision making

Examples

 SNN for brain signals decoding



SNN model of visual information 
processing and decision making

Example 1



Brain models
Visual information processing



Model structure: 
perception

Contraction 
layer

Expansion 
layer



Visual cortex model
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Brain models
Decision making and basal ganglia



Model structure



Experimental set-up



Training approach: perception and reaction time

Koprinkova-Hristova, P. et al., AIAI (2020) and IJCNN (2020)



Training results - left

zero reinforcement



Training results - right

zero reinforcement



Example 2

SNN for brain signals decoding



NEMO-BMI project



Experimental set-up



SNN for ECoG data decoding



Features extraction process



Software and hardware tools



NEST simulator 
A tool for biologically plausible AI development



Neuromorphic architectures
Sandamirskaya et al., Sci. Robot. 7, eabl8419 (2022)



The classical BMTK simulation are instantiated and run on a single node of Kamiak, a high 
performance computing cluster. A typical Kamiak node contains 2 Intel Xeon E5-2660 v3 
CPUs at 2.60 GHz, with 20 cores and 128–256 GB RAM.

Based on: Dey S and Dimitrov A (2022) Mapping and Validating a Point Neuron Model on Intel’s Neuromorphic Hardware Loihi. Front. Neurosci. 
16:883360. doi: 10.3389/fnins.2022.883360

Loihi vs supercomputer simulation



Why this matters:

- NEST is widely used in computational neuroscience.
- Lava targets neuromorphic hardware like Intel's Loihi.
- Bridging them allows for efficient deployment of neuroscience models on edge devices.

Recreating the behavior of a SNN 
modeled in the NEST simulator 

using the Lava framework



Challenges in Mapping

Input mechanism mismatch:
• NEST allows continuous input current.

• In Lava, we had to simulate this by manually adjusting the input current inside a loop.

Simulation:
• Lava requires manual state resets and run conditions after each manual change of input 
current

Model parameters:
• Proper scaling is required to map exactly NEST model to LAVA

WP4: Neuromorphic auto-adaptive BMI 
algorithms



Feature NEST Lava

Neurons iaf_psc_alpha LIF process

Input Injection step_current_generator Manual update of u each step

Connectivity Connect() with weight matrix Dense(weights=...)

Time Step Control Internal in Simulate() Explicit with RunSteps() loop

Spiking Monitoring spike_recorder Monitor().probe(lif1.s_out, ...)

Core Mapping Strategy

Key components in our models:
64 neurons with injected currents from real ECoG data.
Our custom connectivity.
Simulation time for 20 portions of 59 ECoG records, i.e. totally 1180 time steps.

WP4: Neuromorphic auto-adaptive BMI 
algorithms



Results Comparison

Spiking activity of whole SNN structure (left-LAVA, right-NEST)



Results Comparison

Total number of spikes per neuron for whole simulation time (left-LAVA, right-NEST)



Results Comparison

Normalized number of spikes per neuron for 20 bins of 59 steps each (left-LAVA, right-NEST)



Thank you for 
your attention!

 

Questions? 
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