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“I thought the neatest idea in neural networks 
was Grossberg’s Adaptive Resonance Theory 
(ART) that you learn only if you resonate.”

Bart Kosko

In: Anderson, J.A. & Rosenfeld, E. (Editors). (1998) Talking Nets: An 
Oral History of Neural Networks. The MIT Press, Cambridge, MA.











ARTMAP NN
Computes 

y = f(x)

Creates input and 
output clusters
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Each ART module 
performs ‘hypothetico-
deductive reasoning’.

The NN ‘knows’ if it has 
seen this x, or similar, 

before. (E.g., “Similarity 
of 91%”). 

The same about y.
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Hypotheses are made 
about the I/O mapping
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When a hypothesis is 
turned down…
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… a new one is made.
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Eventually, a correct 
matching is identified.
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And learning takes 
place.

(The relevant 
connections among 

neurons are changed.)
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• The ARTMAP NN has huge advantages and 
one handicap –

• It could not perform error-based y-value
learning

• But only class-membership learning



A new NN is 
proposed…





Grossberg, S. (1972). Gated Dipole Model.



Grossberg, S. (1972). Gated Dipole Model.



Covid 19

International 
Trade



The Gated Dipole neural circuit model 

Explains the rapid generation of positive and 
negative emotions in response to surrounding 
opportunities and threats.



GD Useful Properties

1. Needs very few data in a non-stationary world.
2. Explains the mechanism of reaction to external 

shocks.
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The new neural 
network should be 
tested with

1. Interesting 
problems and

2. Difficult data



Problem 1: The Lucas Critique

In the economy, if you have a forecasting model, 
and it is working, it is no longer working.

(A paraphrase of a statement by Robert Lucas)



An abstract economic process – after two 
regular cycles the agents rush and overshoot 

in cycle 3, leading to a slump in cycle 4. 



The economic variable (prices, traded volumes, 
interest rates, etc) has five values at each 

transaction moment. Blue colour indicates the first 
two regular cycles, magenta the last two imbalanced 

cycles. 



There are four market locations of different 
size



Data, actually submitted to the neural 
network, are ordered in time and from largest 

to smallest market (only the two regular 
cycles are shown)



The NN’s internal memory



Some results



Some results



Fig. 4c is the Happy End



Fig. 4c is the Happy End



• That was a hard problem with synthetic data.

• Now comes a harder problem with real data.



Problem 2: Work Motivation and 
Professional Life in Bulgaria 1994–1999

• Comprehensive measurement instrument from work 
and organizational psychology

• 49 psychological and 4 demographic variables, 450 
items

• Representative sample of 1107 people
• Longitudinal, 4 waves



Spring 1994         Autumn 1995       Autumn 1997          Autumn 1999
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Spring 1994         Autumn 1995       Autumn 1997          Autumn 1999

1058% inflation in 1997

Fundamental 
economic restructuring

In-Sample, 
Training Sample,
Calibration Sample

Out-of-Sample,
Test Sample



To what extent can the new NN predict the 
elements of work motivation and professional 
life in 1999, based on all previous waves?



I/O data plots 



• Data are noisy 
• Dependencies are almost linear

• Any forecasting method cannot be much 
better than linear regression



An example: What predicts General Job 
Satisfaction

Linear regression analysis identified five 
predictors:
– Socioeconomic wellbeing
– Previous General Job Satisfaction
– Opportunity for Personal Growth
– Task Identity
– Career Opportunities



Examples: A few people







Further results: the same NN produces 
different forecasts



Forecasting: The best result



And the second best result



In some cases, the NN is visually successful, 
numerically – not so much



• In 1999-2000, with the same data, MLP of 
– two hidden layers 
– ~0.5 mln parameters, 
– and backpropagation 

(a “deep NN”) achieved forecasting precision by 
1-2 p.p. above linear regression.

• The new NN achieves the same thing.



A Working Title…

A dART-Dipole neural system with 
error-minimization learning



A Working Title…

An efficient error-minimizing dART-Dipole neural 
network

A computationally efficient and explainable 
dART-Dipole neural network

A dART-Dipole neural network combining 
match-based and error-based learning



A Working Title…

dART-Dipole: A computationally efficient, 
explainable, and novelty-detecting function 
approximator



Thank you!
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